
FULL PAPER
www.afm-journal.de

© 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1902821 (1 of 9)

Modeling the Metal–Insulator Phase Transition in LixCoO2 
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An electro-chemomechanical phase-field model is developed to capture 
the metal–insulator phase transformation along with the structural and 
chemical changes that occur in LixCoO2 in the regular operating range of 
0.5 < x < 1. Under equilibrium, in the regime of phase coexistence, it is 
found that transport limitations lead to kinetically arrested states that are 
not determined by strain-energy minimization. Further, lithiation profiles 
are obtained for different discharging rates and the experimentally observed 
voltage plateau is observed. Finally, a simple model is developed to account 
for the conductivity changes for a polycrystalline LixCoO2 thin film as it 
transforms from the metallic phase to the insulating phase and a strategy is 
outlined for memristor design. The theory can therefore be used for modeling 
LixCoO2-electrode batteries as well as low voltage nonvolatile redox transis-
tors for neuromorphic computing architectures.
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the lithiation process, the crystal structure 
of LCO remains unchanged with the host 
lattice contracting along the c-axis.[8,12,13]

Another important characteristic of 
LCO is the metal–insulator transition, 
in which the material transitions from a 
good (x < 0.75) to a poor (x > 0.94) elec-
tron conductor.[8,21,25] The metal–insulator 
phase coexistence, during the transition, 
is observed macroscopically through a 
voltage plateau in the voltage versus state 
of charge diagram, occurring over the 
entire range of 0.75 < x < 0.94.[13,21,25] The 
layered structure of LCO allows for Li to 
diffuse only in the plane perpendicular to 
the [0001] direction, leading to effectively 
2D transport in the crystal.[11,26] LCO is 
therefore a widely studied material and 

has been in commercial use in battery technology for over three 
decades.[1,2] Thus, developing a predictive mesoscopic model 
is paramount in studying the nonequilibrium charging/dis-
charging as well as phase-separating behavior for this material.

Recently, there has been renewed interest in LCO because 
of its metal–insulator transition behavior for the development 
of nonvolatile redox memristors to be used in neuromorphic 
computing technology.[27] In order to mimic the efficiency of 
the human brain, neuromorphic computing architecture is 
becoming an exciting avenue toward development of hard-
ware specialized for machine learning and pattern recogni-
tion algorithms.[28–30] Current CMOS technologies consume 
high energy due to the movement of data between the pro-
cessor, and static and dynamic random access memory.[27,31] 
In contrast, resistive memory crossbars, in which processing 
and memory storage occurs simultaneously, have been pre-
dicted to lower this energy requirement by six orders of 
magnitude.[32,33]

The memristor, first proposed by Leon Chua, is the unit 
circuit element that forms the basis of this architecture.[34] 
The current state-of-the-art memristors, e.g., phase-change 
memories (PCM)[35–37] or filamentary-type metal oxide memo-
ries,[38,39] face drawbacks such as stochasticity in state switching 
(high “write” noise)[40] and “write” nonlinearities[41] as well as 
large switching voltages and currents.[36,42] To overcome some 
of these challenges, all solid-state intercalation devices that 
use Li-ion/proton intercalation[27,43–46] have been proposed as 
alternative memristor candidates. These devices require low 
power for switching and maintain their resistive state over large 
periods of time, i.e., are nonvolatile, as the dopants (interca-
lated ions) cannot diffuse out of the system without applying an 
external bias voltage.[27,43]

Metal-Insulator Transition Models

1. Introduction

LixCoO2 (LCO) has been one of the most successful cathode 
materials used in conventional Li-ion batteries[1,2] since 
1980s.[3,4] LCO has unique structural and material properties 
that change as the material undergoes lithiation/delithiation. 
Extensive ab initio[5–12] and experimental investigations[13–25] 
have been performed to characterize LCO properties at dif-
ferent lithium content under equilibrium and nonequilibrium 
conditions. For concentrations in the range of 0.5 < x < 1, LCO, 
belonging to the 3R m space group, has a hexagonal closed-pack 
structure with rhombohedral symmetry.[8,12] At x = 0.5, the lat-
tice undergoes an irreversible order–disorder phase transition 
with a large expansion of the c parameter of the lattice.[13,15,17] 
Hence, for reversible cyclability, the concentration of the 
lithium is constrained in the range of 0.5 < x < 1.[12,13] During 
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Fuller et al.[27] recently demonstrated this concept by 
designing a Li-ion synaptic transistor (LISTA) which makes 
use of the metal–insulator transition zone in LCO. During 
the process of this transition, the conductivity of the mate-
rial was shown to change by six orders of magnitude.[25] The 
metal–insulator transition property of LCO can therefore be 
used to tune the resistivity as a function of the state of charge 
(or Li concentration) stored in the material. Hence, modeling 
this behavior is key in the computational design of these redox 
memristive devices for future computing platforms along with 
modeling of current battery technology. Additionally, the inte-
gration of neuromorphic computing architecture in flexible 
bioelectronic circuits makes it essential to model their response 
under large deformations.[43] Previous studies on modeling 
LCO have not included the thermodynamics of the material in 
consistent fashion and have also ignored the metal–insulator 
coexistence region altogether.[47–50]

The main goals of this paper are to i) develop an electro-che-
momechanical model that accounts for the two-phase coexist-
ence in the metal–insulator transition region, lattice expansions, 
and intercalation stresses due to lithium ion insertion, and 
thermodynamically consistent intercalation reaction kinetics in 
single crystalline LCO nanoparticles; ii) model the conductivity 
changes due to the metal–insulator transition in a polycrystal-
line nanoscale thin film used in LCO-based memristor devices 
such as LISTA. Our theory is based on the phase-field modeling 
technique, which has proved to be successful for other bat-
tery materials such as LixFePO4,[51–53] LixTiO2,[54] Li4+xTi5O12,[55] 
among others. We present our theoretical model and numer-
ical results for static phase boundary orientations under equi-
librium as well as nonequilibrium voltage curves for different 
values of applied current that predict the existence of voltage 
plateaus in the metal–insulator coexisting region, according to 
the Maxwell construction and in agreement with porous elec-
trode experiments. We envision that this model can be used for 
device-level simulations of LixCoO2-based low voltage memris-
tors as well as porous electrode battery simulations.[56,57]

2. Theoretical Model

We propose a mesoscopic electro-chemomechanical continuum 
phase field model for LixCoO2, where the free energy for a 
single crystal is given by

uuG x g x x

x x V

h
V

[ , ] { ( ) | |

( ( )) : ( ( ))} d

1
2

2

1
2 0 0

∫ κ
ε ε ε ε

= + ∇

+ − −
 (1)

In this model, x is the concentration of Li ions scaled with the 
maximum theoretical capacity xmax in LixCoO2, and u is the 
displacement field in the particle. gh(x) is the homogeneous 
free energy of the system that includes entropic and enthalpic 
effects. The second term in the free energy represents the gra-
dient penalty or the required to form an interface when phase 
separation occurs. The last term denotes the mechanical free 
energy of the system where ε  is the strain in the material at 
each point and ( )0ε x  is the lattice expansion caused due to 
accumulation of lithium. The tensor  represents the elastic 

modulus of the material. Similar models have been used in 
modeling other phase-separating intercalation materials.[51–53,58]

The homogeneous free energy of the material is obtained 
from experiments performed by Reynier et al., on LixCoO2 
coin cells.[59] The equilibrium concentrations along 
which phase separation occurs have been estimated to be  
0.75 < x < 0.94.[8,21,25] We determine the theoretical homoge-
neous chemical potential by fitting the experiments with a 
Redlich–Kister equation[60]
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such that the chemical potential values are tuned to match at 
x1 ≈ 0.75 and x2 ≈ 0.94. We obtain a good fit with the experi-
mental free energy curve of the curves with only three para-
meters (N = 3). This ensures that the phase separation occurs at 
these two concentrations with the Maxwell line given by
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where μh(x) = g′(x) is the homogenous chemical potential.
A schematic of the structure is shown in Figure 1. LixCoO2 

is a layered transition metal oxide material with a hexagonal 
closed packing structure characterized by the inplane lat-
tice parameter a and depth lattice parameter c. As lithiation 
proceeds, the lattice parameter contracts along the c-axis, as 
observed in experiment and first-principles calculations, with 
small changes in the in-plane a-axis lattice parameter.[8,12] As 
reference for measuring the strain we choose the lattice state at 
x = 0.5. Therefore, the lattice misfit strain ( )0ε x  in the regular 
cartesian basis has the form
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The variation in the lattice parameter along the a-axis is 
much smaller than that along the c-axis, εa ≪ εc, and hence is 
neglected. The functional form of the misfit strain in the c-axis 
εc(x) is obtained through fitting with experimental values,[13] 

Figure 1. The lattice of hexagonal-closed-packed (hcp) layers forming a 
nanoparticle that we analyze for our model. The layered structure is a 
repeated periodic arrangement of lithium, cobalt and oxygen atoms.
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which are in agreement with first principles theoretical predic-
tions.[12] The elastic stiffness tensor is obtained from ab initio 
calculations.[50] We further assume that mechanical relaxation 
occurs at a much faster rate than ion transport and insertion, 
and hence the system is assumed to be in mechanical equilib-
rium while being chemically out of equilibrium. The mechan-
ical governing equations for the system are acquired through 
the minimization of the free energy with respect to the dis-
placements, providing us with

0σ∇ ⋅ =  (5)

where σ  is the stress field in the medium, given by the consti-
tutive relation

: [ ( )]0σ ε ε= − x

 (6)

As there are no external tractions applied to the particle, the 
boundary condition for the mechanical equation is

nn 00σ ==⋅  (7)

Next, minimizing the free energy with respect to the concen-
trations provides the electro-chemomechanical potential
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The ion transport occurs through diffusion of the ions in the 
ab plane and the diffusive flux j is given by

( ) µ= − ∇jj
D x

RT
 (9)

where D(x) is the concentration-dependent diffusivity. In the 
ab initio simulations by Van der Ven and Ceder,[26] the dif-
fusion in LixCoO2 was proposed to occur only through two 
2D pathways, namely i) the tetrahedral site hop (TSH), or ii) 
the oxygen dumbbell hop (ODH). In the TSH, the diffusion 
occurs through an isotropic basal in-plane divacancy migra-
tion. In contrast, the diffusion in the ODH occurs through 
Li squeezing in between two oxygen atoms. However, due to 
the activation energy of ODH being significantly higher than 
the TSH mechanism, the transition of ion migration to ODH 
occurs only at infinite vacancy dilutions (i.e., x ≈ 1). The dif-
fusivity in our model is taken from ref. [26]. The concentra-
tion in the particle evolves according to the conservation 
equation

0
∂
∂
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x

t
 (10)

with the natural boundary condition for the surface

( ) 0κ⋅ ∇ =nn x  (11)

The ion insertion process occur at the boundaries of the nano-
particle and is modeled through a charge-transfer reaction[61] 
given by

( , , )µ φ⋅ =jj nn R x  (12)

where φ is the battery voltage or the difference between the 
electrostatic potentials of the electrode and electrolyte. The 
reaction

Li e Li+ →+ −  (13)

is modeled using the nonequilibrium thermodynamics frame-
work described in ref. [61] where
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The quantities aO, ae, and aR are the activities of the oxidized, 
electrons, and reduced species, respectively, while γ‡ is the 
activity coefficient of the transition state and depends upon the 
concentration of vacancies as γ‡ = (1 − x)−1. The charge transfer 
coefficient is denoted with α. The overpotential of the reaction 
η is defined as

η µ φ= − F

F
 (15)

Additionally, we model galvanostatic operational conditions 
(constant current) by enforcing the following equation

reac
∫ ⋅ =jj nnF dA I

A
 (16)

where I is the applied current, F is the Faraday constant, 
and Areac corresponds to the reactive area. The faces per-
pendicular to the c-axis are impenetrable to the flux of Li 
ions, and hence all faces except the ones normal to the c-
axis are taken to be the reacting ones. Equation (16) closes 
the system to obtain the battery voltage φ as a function of 
the state of charge. A finite element discretization is used 
to numerically solve for the solutions of these equations.[62] 
The parameters used in our simulations are provided in the 
Supporting Information.

3. Results

3.1. Relaxation Simulations and Kinetically 
Arrested Equilibrium States

Theoretically, the equilibrium configuration of the system will 
correspond to the state that minimizes the free energy of the 
particle, subject to the discussed boundary conditions. If the 
average Li concentration in the particle lies in 0.75 < x < 0.94, 
the minimization of the chemical free energy will force the 
system to phase separate into the two equilibrium concentra-
tions x1 ≈ 0.75 and x2 ≈ 0.94, with volume fractions

1
2

2 1

= −
−

v
x x

x x
 (17)
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and v2 = 1 − v1, respectively. On phase separation under zero 
traction, the orientation of the phase boundary is expected to 
be aligned such that the mechanical strain energy, produced by 
the misfit strain, is minimized. The misfit strain between the 
two phases is

( ) ( )0 0 2 0 1ε ε ε∆ = −x x  (18)

Hadamard’s Rank-1 compatibility conditions[63] can be invoked 
to show that if 0ε∆  is of the form

( )0
1
2ε α∆ = ⊗ + ⊗aa nn nn aa  (19)

where α is an arbitrary constant, and a and n are unit vectors, 
then a configuration with the phase boundary oriented perpen-
dicular to a or n will result in zero mechanical strain energy. In 
the case of LCO, it can be easily seen that

ˆ= =aa nn ec  (20)

satisfies this condition. Therefore, the theoretical  
equilibrium state should correspond to a phase-separated par-

ticle with the phase boundary aligned perpendicular to the 
c-axis.

To validate our theoretical predictions, we performed relaxa-
tion simulations on our nanoparticle. The simulations assume 
a uniform initial concentration of x = 0.85. The results for 
the phase boundary evolution for the nanoparticle are shown 
in Figure 2B. It can be seen from the contour plots shown 
in Figure 2A, that the relaxation does not produce the phase 
boundary as expected by the theory. This observation can be 
explained by the 2D basal in-plane diffusion mechanism of 
LCO, which leads to kinetically arrested states. Starting from 
a homogenous state, the only way to attain the theoretically 
predicted equilibrium state is via a diffusion-induced migra-
tion mechanism where the ions move across the layers through 
interlayer diffusion. However, this mechanism is not possible 
as only in-plane diffusion is allowed, in accordance with first-
principles calculations.[26] Therefore, the phase separation can 
occur only in-plane where each layer individually phase sepa-
rates without any interlayer diffusion. This leads to a kinetically 
arrested state with a vertically aligned phase boundary.[64]

To assess the accuracy of our hypothesis, we performed 
additional simulations with a small interlayer diffusion 

Adv. Funct. Mater. 2019, 1902821

Figure 2. A) The contours (i)–(iv) show the evolution of the phase boundary over the course of the relaxation process of Li0.85CoO2. B) The contours 
(i)–(iv) show the evolution of the phase boundary over the course of the relaxation process of Li0.85CoO2, with an out-of-plane diffusion, caused due 
to the presence of defects such as Co4+ vacancies. C) The gold region depicts the Li-rich phase while the blue region represents the Li-poor phase. 
Equilibrium orientation of the phase boundary with in-plane diffusion. This leads to a kinetically arrested state which cannot be predicted by the 
minimization of strain energy. D) The gold region depict the Li-rich phase while the blue region represents the Li-poor phase. Equilibrium orientation 
of the phase boundary when the out-of-plane diffusion is activated. The phase boundary orientation is consistent with theoretical prediction using 
Hadamard’s compatibility conditions.
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Dc (≈10−5Da). In this case, we found that the particle does relax 
to the theoretically predicted equilibrium configuration. This 
shows that the in-plane diffusion does indeed produce kineti-
cally arrested states, and also that defects such as interstitials 
and Co4+ vacancies leading to interlayer diffusion can cause 
the phase boundary to reorient itself to reach the theoretical 
minimum-energy configuration over long time scales. Further 
experimentation is necessary to determine if the defect-actuated 
out-of-plane diffusion mechanism is possible to drive the par-
ticle into its theoretically predicted energetic minimum.

3.2. Nonequilibrium Behavior at Different Discharging Rates

In order to explore the nonequilibrium behavior of LCO, we 
performed dynamic lithiation simulations at different dis-
charging rates. Constant current simulations are conducted by 
prescribing the total current under the galvanostatic constraint, 
Equation (16). The discharge curves, obtained for different 
values of currents, I, are shown in Figure 3A. There are two 
specific mechanisms that come into play during the discharge 

process, both shown in Figure 3C,D. At low concentrations of 
lithium content in LixCoO2, i.e., x < 0.75, the discharge process 
takes place through the formation of a solid solution, leading 
to an almost homogeneous filling throughout the particle. As 
the average concentration of lithium reaches the first spinodal 
point (x ≈ 0.75), the solid solution phase separates through 
spinodal decomposition into the two phases viz. metallic phase 
(x ≈ 0.75) and insulating (x ≈ 0.94), Figure 3B-ii. The formation 
and growth of the instability manifests itself macroscopically 
through a sharp kink in the voltage curve, Figure 3A, similar 
to previously observed simulations in the LixFePO4 cathode 
material.[58] For all the simulated current values, the kinks 
are observed at the metallic-phase edge of the metal–insulator 
transition region, Figure 3A. After the onset of phase separa-
tion, the ion insertion occurs in an ordered way where the flux 
is concentrated at the phase boundary as a result of the non-
vanishing interfacial curvature. The filling of Li ions proceeds 
through the motion of this phase boundary till every region in 
the particle reaches the insulating-phase edge (x ≈ 0.94) of the 
metal–insulator transition region. It is important to note that 
the mechanism of filling is reminiscent of the reaction-limited 

Adv. Funct. Mater. 2019, 1902821

Figure 3. A) The voltage curves for different C-rates considering the reaction rate constant of the order k0 ≈ 10−3 A m−2. The transparent red box depicts 
the metal–insulator phase transition as observed in experiments. The small kinks represent the onset of phase transition at the spinodal points. B The 
phase separation behavior observed in the metal–insulator transition region. C) The mechanism of ion insertion for the phase-separating metal-to-
insulator transition region where the gold phase represents the lithium-rich phase while the blue region corresponds to the lithium-poor phase. The 
insertion, in this case, occurs in an ordered fashion only at the phase interface leading to the motion of the phase boundary. D) The mechanism of ion 
insertion for the solid solution region, where the filling takes place uniformly through all the side facets of the particle.
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filling behavior as in the case of LixFePO4.[51–53] This behavior 
can be explained through the small values of the Damköhler 
number that imply that diffusion dominates reactions at 
the nanoscale thereby giving rise to a flat phase boundary 
movement. For larger particles or large currents (leading to 
larger Damköhler numbers), the mechanism transitions to a 
diffusion-limited core–shell type (see the Supporting Informa-
tion for more details). At the insulating-phase edge, the phase-
separating behavior reverts back to solid-solution filling. The 
different phase profiles seen during the process of lithiation are 
identified in Figure 3B. As shown in Figure 3A, by increasing 
the current the resulting voltage decreases. This occurs as 
a result of the galvanostatic condition, Equation (16), which 
requires the establishment of larger overpotentials η in order 
to maintain the applied I. At higher currents, the voltage pla-
teau no longer remains flat but shows a dip as the lithiation 
takes place. This tilting behavior is similar to the one observed 
in other nanoscale battery materials such as LixFePO4.[51–53,58]

3.3. Modeling the Conductivity Changes across the  
Metal–Insulator Transition Regime

The nature of the metal–insulator transition in LixCoO2 is 
still under debate in literature,[13,25,65] due to the possibly coex-
isting effects of disorder induced localization[66–68] and many-
body correlations.[69] These two mechanisms both lead to a 
metal–insulator transition,[70] and can be induced by doping. 
The thermodynamic phase separation adds complexity to 
this problem, since no stable LCO phase with 0.75 < x < 0.94 
can be directly studied in the experiments, making it harder 
to decide if the transition is discrete or continuous. Mul-
tiple studies have proposed, mainly based on the very sharp 
decrease of conductance at x > 0.94, that this transition is a 
first-order metal–Mott insulator transition. Here, we adopt 
the picture of a Mott transition,[69] and assume a 2D Hubbard 
model[71–73] for the vacancy band created by delithiation. The 
Hubbard Hamiltonian is

c.c.
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where −tij is the nearest-neighbor hopping energy, U is the 
Hubbard electron interaction energy, ci, s, ,

†ci s, and ni, σ the hole 
annihilation, creation, and number density operators on site i, 
with s denoting spin degree of freedom.

The Green’s function solution of the operator in Equa-
tion (21) can be given by the 2-pole approximation,[74–76] 
qualitatively leading to a gap opening when electron correlation 
U/t is large. In the Hubbard band splitting picture, for x < 0.94 
the density of states of the half-filled impurity band decreases 
continuously with increasing x. At the splitting concentration 
x = 0.94, a band gap opens and the conductance is exponen-
tially dominated by the width of the gap. To first order, the 
gap depends linearly on the normalized Hubbard interaction 
ΔE ∼U/t.[69] Figure 4A illustrates the theoretical predictions of 

the proposed model for x ∈ [0.5, 1]. In the region x > 0.94, t/U 
admits the power law scaling t/U ∼ ΔE−1 = C−1(0.06 − nhole)−α, 
with nhole = 1 − x. Also, at x = 0.94 and x = 1 the interaction 
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Figure 4. A) The conductance values from Milewska et al.[25] are plotted along 
with the theoretical predictions. The Hashin–Shrikman upper bound quan-
titatively captures the trend in the two-phase region. B) Local conductivity 
measurements by Zhu et al.[79] show the evolution of lithium concentration 
in individual nanograins. The lithium gets extracted from the grain boundary 
creating an insulating core. The experiments therefore indicate the formation 
of a metallic percolating path (HS upper bound). C) Method outlining how 
the conductivity variation can be effectively utilized for creating different states 
for a memristive device. Blocks of linearized regimes are created where the 
conductance will vary approximately linearly with ion insertion over the region 
of interest. The inset in the figure shows the mean square error residual from 
a linear variation of the different regions of the conductance profile.
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energy is found to be 0 and 0.2 eV, respectively. In principle, 
the doping due to delithiation distorts the band and changes 
the charge carrier density of states.[25] Here we assume that 
this disorder effect is negligible and we keep only an Arrhenius 

dependence on the electrical conductivity ~ exp0
B

σ σ − ∆





E

k T
. 

The parameters are σ0 = 1 S cm−1 and C =  55.56 eV, while the 
best fit is obtained for α = 2. During phase separation, in the 
limit of mixing crystallites of different sizes and orientations, 
the macroscopic conductance can safely be assumed isotropic, 
Figure 4A. The polycrystalline material can then be modeled by 
rank-d laminates,[77] which recovers the d-dimensional Hashin–
Shtrikman (HS) bounds[78]
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where 〈σ〉 = σ1 φ + σ2(1 − φ) and (1 )2 1σ σ φ σ φ〈 〉 = + − , σ1 and 
σ2 being the conductance of the conducting and insulating 
phases, respectively, φ the volume fraction of the conducting 
phase. The bounds are compared with the experimental data 
from Milewska et al.,[25] Figure 4A. As can be observed, the data 
closely follow the HS upper bound suggesting that the conduc-
tive metallic phase percolates the insulating phase. In thin-film 
polycrystalline LixCoO2, it has been observed by Zhu et al. that 
the lithium is depleted along the grain boundaries for large 
grains (≈100 nm), due to the lithium diffusion barrier being 
smaller at the grain boundaries.[79] An experimental image of 
an individual nanograin showing this behavior is shown in 
Figure 4B where the lighter regions correspond to the metallic 
phase while the darker regions depict the insulating phase. In 
the experiments of Milewska et al., the average grain size was 
300 nm. This indeed confirms the theory that the conductive 
metallic phase forms percolating paths across grains as shown 
in the insets in Figure 4A.

The phase coexistence region can be utilized effectively to 
build a memristive device, where the conductance σ(q) (or resist-
ance) is a function of the total state-of-charge q. Recent experi-
ments[27] successfully demonstrate the use of LCO as an effec-
tive memristor material. The modeling of a memristive device 
needs to be augmented by additional equations to account for 
electrostatic potential variations within the LCO channel. This is 
due to the injection of conduction electrons that indirectly affect 
the overpotential for ion-intercalation. For additional equations 
accounting for the extra physics, please refer to the Supporting 
Information. An ideal memristor should show linearity in the 
charge–conductance plot.[80] This is to ensure that with every 
additional Δq insertion of Li ions, the resistance increases in 
linear steps, with each step change corresponding to a single 
memristive “state.” Additionally, for a given current input, as 
Δq = IΔt, for faster switching speed (i.e., small Δt), a large dσ/dq 
slope is ideal, in order to pack large number of states for small 
changes in q.[80] Therefore, given the inverse conductance pro-
file, q(σ) and total conductivity change Δσ, the residual

( ; , ) ( ) d
2

( )

( )

∫σ α β α β[ ]= − −
σ

σ σ+∆
R q s s s

q

q
 (23)

needs to be minimized for near-linear operating conditions 
and α should be large. Here, α and β are the linearizing 
parameters. Assuming over a typical size of 1 μm LCO mate-
rial, each state differs by δσ ≈ 5 nS,[27] the total region over 
which linearity needs to be maintained is Δσ = 1000 δσ. In 
Figure 4C, we outline a method to effectively design a linear 
region for a memristor with 1000 states for the current experi-
ment. We find that Region 1 in Figure 4C corresponds to a 
low residual value and a large dσ/dq which satisfies both the 
conditions, and therefore can be used for efficient memristor 
operation. We envision that a similar design strategy can 
be employed for different memristor materials, given their 
conductance profile.

4. Conclusions

We have developed an electro-chemomechanical model for 
LixCoO2 for the range of operation of 0.5 < x < 1 which accounts 
for the thermodynamics of phase separation due to the metal–
insulator transition and mechanical strain energy due to lattice 
expansion, coupled with thermodynamically consistent ion-
insertion reaction kinetics.

Our simulations on equilibrium relaxations in the phase 
coexistence regime predict the generation of a kinetically 
arrested state that is different from the thermodynamic ener-
getic minimum. The formation of this configuration can be 
explained by the 2D in-plane diffusion which does not allow 
ion transport across the layers of LixCoO2. The smallest 
amount of interlayer diffusion, e.g. through defects such as 
Co4 + vacancies and interstitials, permits the phase evolution 
into a configuration that minimizes the strain energy. Further 
experimentation is necessary to ascertain the possibility of 
such a phase behavior.

Based on the generalized Butler–Volmer reaction kinetics, 
we capture the voltage plateau due to coexistence as observed 
in experiments and determine voltage behavior for different 
reaction rates. The reaction proceeds through the formation of 
a surface reaction-limited intercalation wave at the nanoscale. 
For larger currents or particle sizes (i.e., smaller Damköhler 
numbers), the filling behavior transitions to a diffusion-limited 
shrinking core type. A careful analysis on determining the crit-
ical Damköhler number for this transition will be reported in 
subsequent studies.

In addition, we capture the conductivity changes in an 
LixCoO2 polycrystalline thin film through the modeling of 
three separate regimes: i) for low lithium concentrations, the 
conductivity of the metallic phase is assumed to be constant,  
ii) the conductivity of the metal–insulator phase coexisting 
region is captured by the Hashin–Shtrikman upper bound, 
and iii) the insulator regime is calculated using a Hub-
bard model for vacancy band generation due to delithiation. 
Finally, we suggest a strategy for identifying the region over 
which memristive computations can be performed by mini-
mizing a linear residual. We envision that this model, coupled 
with the conductivity calculations, can be used for device-
level modeling of LixCoO2-based low voltage memristors as 
well as in multiphase porous electrode theory (MPET) for 
battery simulations.

Adv. Funct. Mater. 2019, 1902821
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